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Abstract 
 

 

 

 

  

OBJECTIVE The purpose of this project was to a) develop a set of core, minimal metadata elements 
that would be used to describe datasets, and b) carry out a study to identify datasets in NIH funded 
articles from PubMed and PubMed Central (PMC) that do not provide an indication that their data 
has been shared in a data repository or registry. These efforts will inform the BD2K initiative and a 
planned NIH Data Catalog.  

METHODS An analysis of the metadata schemas for all NIH data repositories was undertaken. 
Commonalities from these data repositories were identified, mapped to existing data-specific 
metadata standards from DataCite and Dryad, and then were integrated into MEDLINE XML 
metadata to attempt to establish a sustainable and integrated metadata schema.  
The second phase of this project identified datasets in articles from PubMed and PMC by searching 
specifically for NIH funded articles from the year 2011. After excluding articles that contain 
mention of datasets being deposited in existing repositories, thirty staff members from NLM and 
B2DK were recruited to analyze a random sample of the results to identify how many, and what 
types of datasets were created per article. 

RESULTS A preliminary set of minimal metadata elements were developed that could sufficiently 
describe NIH-funded data sets and be integrated within MEDLINE’s schema, with minor additions. 
For the “orphaned” datasets study, a first phase of statistical analysis was completed. While the 
percentage of difference between annotators for validity came to 43% - a significantly high number 
– the study still resulted in useful information for BD2K. Based on these findings, we found that for 
NIH funded research articles from 2011, on average there are 2.92 datasets created per article; 
87% of datasets created are completely new data; and over 50% of data created throughout the 
course of biomedical research are completed using live human or non-human animal subjects. 
At present (August 2013), results of the second phase of analysis for PubMed and PMC article 
datasets are pending once we receive feedback from a biostatistician.  

CONCLUSION The efforts to develop a minimal set of metadata elements and identify the amount, 
and types of datasets that are produced from NIH funded articles will serve to inform the BD2K’s 
initiative to build an NIH Data Catalog going forward.  
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Introduction 
On February 22, 2013 the Executive Office of the President and the Office of Science and 

Technology Policy (OSTP) created a memorandum to increase access to the results of federally 

funded scientific research.  For the National Institutes of Health (NIH), the memo represents a new 

step towards enhancing its current public access policy in that it requires each federal agency to 

share their scientific research in the form of publications and a new directive that will also require 

the sharing of digital scientific data [1]. In order to meet this new directive, the NIH has developed 

Big Data to Knowledge (BD2K), an initiative to address how best to manage and utilize the large 

amounts of biomedical data that new technologies can generate in the course of scientific research. 

A major focus of the BD2K initiative is to develop a comprehensive catalog of NIH funded 

research datasets from all areas of biomedical research. The catalog is meant to be transformative, 

allowing information about datasets to be discoverable, citable, and linked to the scientific 

literature with the goal of raising the prominence of data in biomedical research and scholarship.  

As a result of this initiative, an NIH Data Catalog Working Group was formed to work on addressing 

these issues. A workshop meeting was scheduled in August 2013 to inform the process of building 

and supporting an NIH Data Catalog.  

To inform the creation of an NIH Data Catalog, the Associate Fellow from the National 

Library of Medicine (NLM) was asked to complete a project with two separate components; one of 

the key elements of the envisioned data catalog was the characterization and description of 

datasets using a set of minimal metadata elements – the goal being to ensure that the description of 

data is consistent, and that it is described in enough detail that it can be interpreted by a user of the 

NIH Data Catalog. This effort represented the first phase of the Associate project where an analysis 

of metadata from existing NIH data repositories was carried out to provide a minimal set of 

metadata for the NIH Data Catalog. 

The second component of this project was designed to provide information about the data 

landscape at the NIH. Before attempting to construct an NIH Data Catalog of NIH funded datasets, 

this phase attempted to answer a number of questions that BD2K had about the current state of 

data created through scientific research: How much data is created in a given year at the NIH? Is 

data being shared after an article is written? What types of data are being created?  

These questions served as motivation for the second phase of this project, which involved 

searching for datasets that had not been shared in an existing data repository – a concept we coined 
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as “orphaned” datasets. The goal of this effort was to gain a better understanding of what types of 

“orphaned” datasets exist as well as how many are created in a given year.  

This report will outline in detail the two phases of this project: the discovery and 

recommendation of a minimal set of metadata elements and the analysis of NIH funded “orphaned” 

datasets. The results of these two phases were instrumental for informing the creation of an NIH 

Data Catalog.  

Methods 

Identifying Common Minimal Metadata Elements 
To identify a common set of minimal metadata elements that would be used to describe 

datasets within the NIH Data Catalog, we identified a sample set of NIH data repositories to extract 

their metadata and search for commonalities. For this project we used the 45 NIH Data Sharing 

Repositories that are listed on the NIH Office of Extramural Research – NIH Sharing Policies and 

Related Guidance on NIH funded Research Resources – webpage [2].  

The 45 repositories were selected because they represent a complete sample of NIH 

supported data repositories. Selecting this sample was also an attempt to reduce the burden on 

researchers; if BD2K can make the NIH Data Catalog interoperable with the 45 existing NIH data 

repositories, the researcher would only have to provide metadata for the specific repository where 

they deposited their datasets, and the metadata they submitted could be cross-walked to the NIH 

Data Catalog. 

Following the submission process from each data repository, the metadata descriptors were 

collected. Each descriptor field was then recorded into a spreadsheet where it was defined in the 

context of its respective repository. This process was repeated for each repository in order to 

gather all of the available metadata [Suppl-1].  

Analyzing Metadata Schemas for Commonalities 

 The main goal of this exercise was to identify commonalities in the 45 NIH data sharing 

repository metadata descriptors. A metadata descriptor was considered ‘common’ if it was 

identified within the 45 repositories more than twice. The reason for choosing such a small number 

for commonality was due to the varied range of data types represented in the repositories; the 

subject and types of data represented in these repositories spanned zebrafish genotypes to 
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chemical compounds to cancer imaging. This broad scope resulted in few commonalities across the 

sample of 45; therefore identifying more than two commonalities was considered to be a success. 

 Once commonalities were identified, descriptors were categorized into broad classifications 

that best represented that metadata element; this step was taken to account for the amount of 

variation that was identified from the 45 data repositories metadata descriptors. One example of 

these broad classifications was Authorship; within this category data repositories used different 

metadata descriptors to described authorship such as author, principal investigator(s), data author, 

data submitter, and contributor(s). Because the metadata descriptors varied so widely across each 

repository, it was important to create a classification system to help identify those commonalities.  

Creating a Taxonomy of Common Metadata Elements 

 A taxonomy was created to help identify the metadata variations used by the 45 data 

repositories [Suppl-2]. The taxonomy was organized by providing a major classification that 

represented the common metadata element and then listed underneath was the minor variations of 

metadata descriptors that refer to that major classification in the hierarchy. The total number of 

times a major classification was identified in the metadata spreadsheet is located in parentheses 

next to its heading in bold. The number of repositories that use a particular metadata descriptor is 

also indicated beside each element in parentheses [Suppl-2]. 

Because there were so many descriptor variations across the 45 metadata schemas, the 

taxonomy was instrumental to informing the development of minimal metadata elements for the 

NIH Data Catalog.  

Mapping to Dryad and DataCite 

To validate the commonness of the metadata extracted from the 45 NIH data sharing 

repositories, the most common metadata descriptors were included in a side-by-side comparison 

with DataCite’s metadata schema [3] [Suppl-3] and Dryad’s metadata schema [4] [Suppl-4].  Both 

DataCite and Dryad were selected because their metadata schemas are kept up to date, and they 

describe a vast range of data ranging from biomedical datasets to social science datasets. This 

measure was also designed to fill in gaps in the metadata descriptors from the 45 NIH data 

repositories. 

 After mapping to both DataCite and Dryad was complete, a more thorough set of common 

metadata elements were compiled. These common metadata elements were then mapped to the 

NLM’s existing MEDLINE metadata schema [5] for journal articles in PubMed and PubMed Central 
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(PMC) to test for interoperability and sustainability within an NIH system that is already in place. 

Mapping to MEDLINE was also carried out because it was thought it could provide a way to link 

datasets to their associated articles in PubMed, which is one of the main goals of the NIH Data 

Catalog. 

Mapping Metadata to MEDLINE 

 The same method of mapping that was carried out for DataCite and Dryad were applied to 

MEDLINE, where the new set of metadata elements derived from our previous mapping was 

compared side-by-side with MEDLINE’s metadata elements for journal articles. The traditional 

definition used for each MEDLINE metadata element was modified to account for the changes that 

would be required to describe datasets. Furthermore, allowed values were altered if necessary to 

address the needs of a dataset [Suppl-5, Fig. 1]. 

Fig. 1 Mapping to MEDLINE – Repository 

Common 
Metadata 
Element  

MEDLINE 
Metadata 
Element

Definition modified for NIH 
Data Catalog 

 Allowed Values

Data 
Location  

DataBank The name of the entity that 
holds, archives, publishes, 
distributes, releases, issues or 
produces the data.  

Values: 
DataBankName: Name of 
repository where data is 
located. 
AccessionNumber: accession 
numbers associated with the 
dataset. 
 

 
Generates: 

Attribute: 
DataBankList: Additional 
repositories where the data 
could be located. 

 

The above example provides an indication of how the common metadata element ‘Data 

Location’ could be mapped to the MEDLINE metadata element DataBank. The element DataBank is 

traditionally applied to scientific publications that exist within MEDLINE that refer to when data 

has been shared within a specific, pre-approved NLM data repository [6]. It is believed that this 

DataBank element could be expanded to incorporate any data repository where NIH funded 

researchers share their data.  

Mapping to MEDLINE proved to be the final step towards creating a minimal set of 

metadata elements for the NIH Data Catalog. The final set of metadata was finalized based on the 



http://www.ncbi.nlm.nih.gov/pubmed/?cmd=HistorySearch&querykey=29
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metadata indicates that the baseline description of datasets will not vary greatly from traditional 

journal articles or archival objects. However, just as the data description was a challenge in the 

“orphaned” dataset phase of the project - more discussion is needed to decide how datasets will be 

described. The suggestion of a narrative and data descriptor metadata element will be necessary to 

accurately describe data so that it can be reused and comprehensible to those who will use the NIH 

Data Catalog. 

 These findings represent a first look into the data landscape at the NIH. An understanding of 

the varying types of data that are created throughout the course biomedical research and the 

knowledge that a substantial amount of new data is created per article in a given year will serve to 

inform BD2K as they move forward with the creation of an NIH Data Catalog.   
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